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Topologically

WHY GRAPH CF WORKS WELL?

• The machine learning literature 
acknowledges that graph topology 
plays a crucial role in GNNs [Wei et 
al., Castellana and Errica]. 

• For instance, revisit network 
topology to enhance the learning 
ability of GCNs [Shi et al.].

• Established approaches such as 
LightGCN and DGCF adapt the GCN 
layer to suit the CF rationale.

• Recent graph-based RSs including 
UltraGCN and SVD-GCN go beyond
the concept of message-passing.

Algorithmically



[Adomavicius and Zhang, Deldjoo et al.]

Classical dataset characteristics
such as dataset sparsity may 
impact the performance of 
recommendation models in 
diverse scenarios and tasks.



The topological nature of the user-
item data and the new graph CF wave
make it imperative to unveil the 
dependencies between topological
properties and recommendation 
performance.



3) Build an explanatory model

OUR CONTRIBUTIONS

that studies the impact of classical and 
topological dataset characteristics on the 
performance of SOTA graph CF.

which are recent and across-the-board
in the literature.

to calculate the linear dependences 
among characteristics and 
recommendation metrics.

on their statistical significance, with 
varying settings of graph samplings.

2) Select 4 graph CF approaches

4) Validate the explanations

1) First analysis in the literature
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NODE DEGREE EXTENSION (1/3)

DEFINITION

Let	𝑁!
(#) and 𝑁%

(#) be the sets of neighborhood nodes for user 𝑢 and item 𝑖 at 𝑙 distance hops. The extended 
definition of node degrees for 𝑢 and 𝑖 is:

𝜎! = 𝑁!
(&) ,       𝜎% = 𝑁%

(&) .

The average user and item node degrees on the whole user and item sets (𝑈 and 𝐼):

𝜎' =
&
'
∑!∈' 𝑁!

& ,       𝜎) =
&
)
∑%∈) 𝑁%

(&) .



NODE DEGREE EXTENSION (2/3)

RECSYS RE-INTERPRETATION

The node degree in the user-item graph stands for the number of items (users) interacted by a user 
(item). This is related to the cold-start issue in recommendation, where cold users denote low activity
on the platform, while cold items are niche products.
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NODE DEGREE EXTENSION (3/3)

RECSYS RE-INTERPRETATION

The node degree in the user-item graph stands for the number of items (users) interacted by a user 
(item). This is related to the cold-start issue in recommendation, where cold users denote low activity
on the platform, while cold items are niche products.
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CLUSTERING COEFFICIENT (1/5)

DEFINITION

Let 𝑣 and 𝑤 be two nodes from the same partition (e.g., user nodes). Their similarity is the intersection 
over union of their neighborhoods. By evaluating the metric node-wise:

𝛾* =
∑
$∈&'

! ,',$

-'
! with  𝛾*,/ =

-'
) ∩-$

)

-'
) ∪-$

) 	,

where 𝑁*
(2) is the second-order neighborhood set of 𝑣. The average clustering coefficient [Latapy et al.]

on 𝑈 and 𝐼 is:

𝛾' =
&
'
∑!∈' 𝛾! ,          𝛾) =

&
)
∑%∈) 𝛾% .   



CLUSTERING COEFFICIENT (2/5)

RECSYS RE-INTERPRETATION

High values of the clustering coefficient indicate that there exists a substantial number of co-
occurrences among nodes of the same partition. For instance, user-wise, the value increases if several 
users share most of their interacted items. This intuition aligns with the rationale of collaborative 
filtering: two users are likely to share similar preferences if they interact with the same items.
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CLUSTERING COEFFICIENT (3/5)

RECSYS RE-INTERPRETATION

High values of the clustering coefficient indicate that there exists a substantial number of co-
occurrences among nodes of the same partition. For instance, user-wise, the value increases if several 
users share most of their interacted items. This intuition aligns with the rationale of collaborative 
filtering: two users are likely to share similar preferences if they interact with the same items.
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CLUSTERING COEFFICIENT (4/5)

RECSYS RE-INTERPRETATION

High values of the clustering coefficient indicate that there exists a substantial number of co-
occurrences among nodes of the same partition. For instance, user-wise, the value increases if several 
users share most of their interacted items. This intuition aligns with the rationale of collaborative 
filtering: two users are likely to share similar preferences if they interact with the same items.
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CLUSTERING COEFFICIENT (5/5)

RECSYS RE-INTERPRETATION

High values of the clustering coefficient indicate that there exists a substantial number of co-
occurrences among nodes of the same partition. For instance, user-wise, the value increases if several 
users share most of their interacted items. This intuition aligns with the rationale of collaborative 
filtering: two users are likely to share similar preferences if they interact with the same items.
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DEGREE ASSORTATIVITY (1/3)

DEFINITION

Let 𝐷 = {𝑑&, 𝑑2, … } be the set of unique node degrees in the graph, and let 𝑒8-,8. be the fraction of edges 
connecting nodes with degrees 𝑑9 and 𝑑: . Then, let 𝑞8- be the probability distribution to choose a node 
with degree 𝑑9 after having selected a node with the same degree (i.e., the excess degree distribution). 
The degree assortativity coefficient [M. E. J. Newman] is:

𝜌 =
∑8-8. 𝑑9𝑑: 𝑒8-,8. − 𝑞8-𝑞8.

𝑠𝑡𝑑;2
,

where 𝑠𝑡𝑑; is the standard deviation of the distribution 𝑞.



DEGREE ASSORTATIVITY (2/3)

RECSYS RE-INTERPRETATION

The degree assortativity calculated user- and item-wise is a proxy to represent the tendency of users 
with the same activity level on the platform and items with the same popularity to gather, respectively. 
To visualize the degree assortativity, we need the projected user-user and item-item graphs.
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DEGREE ASSORTATIVITY (3/3)

RECSYS RE-INTERPRETATION

The degree assortativity calculated user- and item-wise is a proxy to represent the tendency of users 
with the same activity level on the platform and items with the same popularity to gather, respectively. 
To visualize the degree assortativity, we need the projected user-user and item-item graphs.

𝑢/

𝑢0

𝑢1

𝑢2

𝑢3

𝑢4

𝑢5

𝑖/

𝑖0

𝑖1

𝑖2

𝑖3

𝑖4

𝑖5

𝑖6

𝑢/

𝑢0

𝑢1

𝑢2

𝑢3

𝑢4

𝑢5

𝜌 = −0.191
(high degree dis-assortativity)



Density

CLASSICAL DATASET CHARACTERISTICS

Estimates the number of all possible 
interactions:

𝜁 = 𝑈𝐼.

Defines the ratio between the number 
of users and items:

𝜋 = '
)
.

Measures the ratio of actual user-item 
interactions to all possible interactions:

𝛿 = <
').

Calculates the interactions’ 
concentration for users (items):

𝜅' =
∑78)9:) ∑'87;)9 =>? @7A@'

' ∑78)9 @7
.

Shape

Gini coefficient

Space size
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UltraGCN (CIKM 2021)

SELECTED GRAPH CF APPROACHES

Node degree used to normalize the 
adjacency matrix in the message-passing.

Node degree used to normalize the 
adjacency matrix in the message-
passing.

Node degree used for normalization in 
the infinite layer message-passing. 
The model also learns from the item-
projected graph.

Node embeddings involve the largest 
singular values of the normalized
user-item interaction matrix, whose 
maximum value is related to the 
maximum node degree of the user-
item graph. The model learns from 
user- and item-projected graphs.

DGCF (SIGIR 2020)

SVD-GCN (CIKM 2022)

LightGCN (SIGIR 2020)



The selected graph CF approaches 
explicitly utilize the node degree in 
the representation learning. However, 
clustering coefficient and degree 
assortativity do not have an evident 
representation in the formulations.



• Which topological aspects graph-based 
models can (un)intentionally capture?

• Are (topological) dataset characteristics
influencing the recommendation 
performance of graph CF models?
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PROPOSED 
ANALYSIS



Our goal is to understand whether there 
exist dependencies among (topological) 
dataset characteristics and the performance
of graph-based recommendation models.

To this aim, we decide to build and fit an 
explanatory framework.



EXPLANATORY FRAMEWORK: STEPS



EXPLANATORY FRAMEWORK: STEPS

STEP 1

Select models ✅



EXPLANATORY FRAMEWORK: STEPS

STEP 1 STEP 2

Select characteristics ✅Select models ✅



EXPLANATORY FRAMEWORK: STEPS

STEP 1 STEP 2 STEP 3

Select datasetsSelect characteristics ✅Select models ✅



DATASETS

# Users # Items # Interactions

Yelp-2018 25,677 25,815 696,865

Amazon -Book 70,679 24,915 846,434

Gowalla 29,858 40,981 1,027,370



EXPLANATORY FRAMEWORK: STEPS

STEP 1 STEP 2 STEP 3

Select characteristics ✅Select models ✅ Select datasets ✅



EXPLANATORY FRAMEWORK: STEPS

STEP 1 STEP 2 STEP 3 STEP 4

Generate sub-datasetsSelect characteristics ✅Select models ✅ Select datasets ✅



SUB-DATASETS GENERATION
A Topology-aware Analysis of Graph Collaborative Filtering

Algorithm 2: Sub-dataset generation.
Input: Bipartite user-item graph G, number of samples M .
Output: M sampled graphs.
m 1
M = {}
while m M do

µ uniform([0.7, 0.9])
sampling  uniform({nodeDropout, edgeDropout})
M M [ sample(G, µ, sampling )
m m+ 1

end

Return M.

A.4 Experimental setting638

We provide here a detailed description of the experimental settings for our proposed explanatory639

framework. First, we present the recommendation datasets for this study. Then, we report on the640

adopted characteristics, along with details about their (optional) value rescaling and denomination.641

Finally, we describe the methodology we follow to train and evaluate the graph-based recommendation642

models to foster the reproducibility of this work.643

A.4.1 Recommendation datasets644

We use specific versions of Yelp2018 [19] and Gowalla [12] (whose results are reported in the main645

paper), plus Amazon-Book [62] (whose results are only reported in this Appendix to stay within646

the page limits). The usage of such datasets is motivated by their popularity in graph collaborative647

filtering [8, 12, 54, 56]. Yelp2018 [63] collects data about users and businesses interactions, Amazon-648

Book is a sub-category of the Amazon dataset [64], and Gowalla [65] is a social-based dataset where649

users share their locations. Note that, to provide a coherent calculation of the characteristics, we650

retained only the subset of nodes and edges for each dataset which induces the widest connected651

graph. In the following, we present the calculation of characteristics, experimentally justifying their652

adoption.653

A.4.2 Characteristics calculation654

Following the same setting as in [44], we generate M = 600 sub-datasets from the original ones655

through the techniques described in Algorithm 1 and Algorithm 2, resulting in a total of 1,800656

synthetic samples (if we consider all the three datasets in the main paper and in the Appendix).657

Second, inspired by similar works [43, 44], we decide to apply the log10-scale to the formulation658

of some characteristics to obtain values within comparable order of magnitude, thus making the659

training of the explanatory model more stable. In Table 4 we provide a comprehensive outlook on660

the set of characteristics, where we apply a renaming scheme for the sake of simple understanding661

and reference. Furthermore, Table 5 displays the statistics of the overall datasets and the aggregated662

characteristics for the generated samples. Finally, Figure 1 empirically supports the usage of the663

selected characteristics, as they appear loosely correlated.664

A.4.3 Reproducibility665

We perform the random subsampling strategy to split each sub-dataset into train and test (80% and666

20%, respectively). Then, we retain the 10% of the train as validation for the early stopping to avoid667

overfitting. To train LightGCN, DGCF, UltraGCN, and SVD-GCN, we fix their configurations (i.e.,668

hyper-parameters and patience for the early stopping) to the best values according to the original669

papers, since our scope is not to fine-tune them. Finally, following the literature, we use the Recall@20670

calculated on the validation for the early stopping, and evaluate the models by assessing the same671

metric on the test set. Codes, datasets, and configuration files to reproduce all the experiments are672

available at this link: https://tinyurl.com/4pstc8kx.673
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EXPLANATORY FRAMEWORK: STEPS

STEP 1 STEP 2 STEP 3 STEP 4

Generate sub-datasets ✅Select characteristics ✅Select models ✅ Select datasets ✅



EXPLANATORY FRAMEWORK: STEPS

STEP 1 STEP 2 STEP 3 STEP 4

Generate sub-datasets ✅

STEP 5

Get datasets’ statistics

Select characteristics ✅Select models ✅ Select datasets ✅



STATISTICS CALCULATION (1/2)
A Topology-aware Analysis of Graph Collaborative Filtering

Table 4: Selected classical and topological characteristics. We report the full name, the symbol,
whether it is rescaled via log10, and the shorthand adopted.

Type Characteristics Symbol Log10 Shorthand

Classical

Space size ⇣ X SpaceSizelog
Shape ⇡ X Shapelog
Density � X Densitylog
Gini user U Gini-U
Gini item I Gini-I

Topological

Average degree user �U X AvgDegree-Ulog

Average degree item �I X AvgDegree-Ilog
Average clustering coefficient user �U X AvgClustC-Ulog

Average clustering coefficient item �I X AvgClustC-Ilog
Degree assortativity user ⇢U Assort-U
Degree assortativity item ⇢I Assort-I

Table 5: Dataset overall statistics and characteristic aggregated statistics (minimum and maximum
values, mean, and standard deviation) on the sampled sub-datasets.

Yelp2018 Amazon-Book Gowalla

Overall Statistics
Users: 25,677 Items: 25,815

Interactions: 696,865

Overall Statistics
Users: 70,679 Items: 24,915

Interactions: 846,434

Overall Statistics
Users: 29,858 Items: 40,981

Interactions: 1,027,370
Characteristics Min Max Mean Std Min Max Mean Std Min Max Mean Std

SpaceSizelog 0.256 1.393 1.000 0.379 0.405 1.593 1.176 0.384 0.430 1.541 1.161 0.375
Shapelog 0.019 0.105 0.045 0.014 0.325 0.443 0.407 0.021 -0.149 -0.097 -0.129 0.008
Densitylog -3.699 -2.693 -3.219 0.358 -3.902 -2.896 -3.497 0.365 -3.889 -2.876 -3.380 0.363
Gini-U 0.443 0.508 0.486 0.008 0.384 0.499 0.459 0.023 0.462 0.512 0.491 0.007
Gini-I 0.500 0.609 0.575 0.019 0.518 0.618 0.586 0.018 0.437 0.502 0.478 0.008
AvgDegree-Ulog 0.523 0.926 0.758 0.110 0.318 0.609 0.476 0.077 0.603 1.017 0.846 0.115
AvgDegree-Ilog 0.565 0.955 0.804 0.098 0.682 1.043 0.883 0.096 0.487 0.888 0.717 0.109
AvgClustC-Ulog -1.144 -0.662 -0.947 0.126 -0.757 -0.407 -0.602 0.095 -1.211 -0.741 -1.013 0.122
AvgClustC-Ilog -1.092 -0.652 -0.922 0.105 -1.124 -0.751 -0.967 0.099 -1.080 -0.614 -0.881 0.124
Assort-U -0.051 0.235 0.021 0.035 -0.041 0.533 0.052 0.074 0.042 0.544 0.188 0.071
Assort-I -0.002 0.237 0.067 0.037 0.000 0.842 0.443 0.264 -0.037 0.161 0.021 0.028
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Figure 1: Pearson correlation of the selected characteristics. Many values in [�0.5, 0.5] indicate
loosely correlated pairs.
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STATISTICS CALCULATION (2/2)

A Topology-aware Analysis of Graph Collaborative Filtering

Table 4: Selected classical and topological characteristics. We report the full name, the symbol,
whether it is rescaled via log10, and the shorthand adopted.

Type Characteristics Symbol Log10 Shorthand

Classical

Space size ⇣ X SpaceSizelog
Shape ⇡ X Shapelog
Density � X Densitylog
Gini user U Gini-U
Gini item I Gini-I

Topological

Average degree user �U X AvgDegree-Ulog

Average degree item �I X AvgDegree-Ilog
Average clustering coefficient user �U X AvgClustC-Ulog

Average clustering coefficient item �I X AvgClustC-Ilog
Degree assortativity user ⇢U Assort-U
Degree assortativity item ⇢I Assort-I

Table 5: Dataset overall statistics and characteristic aggregated statistics (minimum and maximum
values, mean, and standard deviation) on the sampled sub-datasets.

Yelp2018 Amazon-Book Gowalla

Overall Statistics
Users: 25,677 Items: 25,815

Interactions: 696,865

Overall Statistics
Users: 70,679 Items: 24,915

Interactions: 846,434

Overall Statistics
Users: 29,858 Items: 40,981

Interactions: 1,027,370
Characteristics Min Max Mean Std Min Max Mean Std Min Max Mean Std

SpaceSizelog 0.256 1.393 1.000 0.379 0.405 1.593 1.176 0.384 0.430 1.541 1.161 0.375
Shapelog 0.019 0.105 0.045 0.014 0.325 0.443 0.407 0.021 -0.149 -0.097 -0.129 0.008
Densitylog -3.699 -2.693 -3.219 0.358 -3.902 -2.896 -3.497 0.365 -3.889 -2.876 -3.380 0.363
Gini-U 0.443 0.508 0.486 0.008 0.384 0.499 0.459 0.023 0.462 0.512 0.491 0.007
Gini-I 0.500 0.609 0.575 0.019 0.518 0.618 0.586 0.018 0.437 0.502 0.478 0.008
AvgDegree-Ulog 0.523 0.926 0.758 0.110 0.318 0.609 0.476 0.077 0.603 1.017 0.846 0.115
AvgDegree-Ilog 0.565 0.955 0.804 0.098 0.682 1.043 0.883 0.096 0.487 0.888 0.717 0.109
AvgClustC-Ulog -1.144 -0.662 -0.947 0.126 -0.757 -0.407 -0.602 0.095 -1.211 -0.741 -1.013 0.122
AvgClustC-Ilog -1.092 -0.652 -0.922 0.105 -1.124 -0.751 -0.967 0.099 -1.080 -0.614 -0.881 0.124
Assort-U -0.051 0.235 0.021 0.035 -0.041 0.533 0.052 0.074 0.042 0.544 0.188 0.071
Assort-I -0.002 0.237 0.067 0.037 0.000 0.842 0.443 0.264 -0.037 0.161 0.021 0.028
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IMPACT OF CHARACTERISTICS
A Topology-aware Analysis of Graph Collaborative Filtering

Table 2: Results of the explanatory model with the Recall@20 as recommendation metric. Besides
the row in light gray standing for the R2, the other rows refer to the learned characteristics’ coefficients
(with the statistical significance). Constant (i.e., ✓0) is the expected value of Recall@20.

Characteristics
LightGCN DGCF UltraGCN SVD-GCN

Yelp2018 Gowalla Yelp2018 Gowalla Yelp2018 Gowalla Yelp2018 Gowalla

R2(adj. R2) 0.971(0.971) 0.979(0.978) 0.973(0.973) 0.982(0.981) 0.965(0.964) 0.860(0.858) 0.982(0.981) 0.981(0.981)
Constant 0.100⇤⇤⇤ 0.121⇤⇤⇤ 0.089⇤⇤⇤ 0.107⇤⇤⇤ 0.061⇤⇤⇤ 0.062⇤⇤⇤ 0.116⇤⇤⇤ 0.135⇤⇤⇤

SpaceSizelog 0.070⇤⇤⇤ 0.192⇤⇤⇤ 0.133⇤⇤⇤ 0.237⇤⇤⇤ �0.059⇤⇤⇤ 0.318⇤⇤⇤ 0.064⇤⇤⇤ 0.114⇤⇤⇤

Shapelog �0.253⇤ �0.231 �0.282⇤⇤ �0.220⇤ 0.135 �0.003 �0.193 �0.232⇤

Densitylog 0.194⇤⇤⇤ 0.298⇤⇤⇤ 0.243⇤⇤⇤ 0.327⇤⇤⇤ 0.026⇤ 0.321⇤⇤⇤ 0.203⇤⇤⇤ 0.234⇤⇤⇤

Gini-U 0.296⇤⇤ 0.104 0.074 �0.071 �0.043 �0.931⇤⇤⇤ 0.136 0.143
Gini-I 1.362⇤⇤⇤ 0.681⇤⇤⇤ 1.108⇤⇤⇤ 0.560⇤⇤⇤ 0.605⇤⇤⇤ �0.144 1.138⇤⇤⇤ 0.748⇤⇤⇤

AvgDegree-Ulog 0.390⇤⇤⇤ 0.605⇤⇤⇤ 0.518⇤⇤⇤ 0.673⇤⇤⇤ �0.100⇤ 0.640⇤⇤⇤ 0.364⇤⇤⇤ 0.464⇤⇤⇤

AvgDegree-Ilog 0.137⇤ 0.374⇤⇤⇤ 0.235⇤⇤⇤ 0.453⇤⇤⇤ 0.034 0.637⇤⇤⇤ 0.171⇤⇤ 0.231⇤⇤

AvgClustC-Ulog 0.613⇤⇤⇤ 0.665⇤⇤⇤ 0.726⇤⇤⇤ 0.783⇤⇤⇤ �0.077 0.706⇤⇤⇤ 0.613⇤⇤⇤ 0.496⇤⇤⇤

AvgClustC-Ilog 0.087 0.332⇤ 0.168 0.373⇤⇤ 0.062 0.671⇤⇤ 0.057 0.215
Assort-U 0.094⇤⇤⇤ 0.024⇤ 0.093⇤⇤⇤ 0.013 0.123⇤⇤⇤ �0.019 0.080⇤⇤⇤ 0.010
Assort-I �0.051 �0.031 �0.056⇤ �0.055 0.001 �0.174⇤⇤⇤ �0.048⇤ �0.088⇤

***p-value  0.001, **p-value  0.01, *p-value  0.05

As far as clustering coefficient and degree assortativity are concerned, we assess how similarities313

among nodes from the same partition in the graph may impact the recommendation accuracy per-314

formance of models. In terms of AvgClustC-Ulog and AvgClustC-Ilog, the results prove again a315

strong direct correspondence in almost all settings of graph-based models and datasets. Differently316

from the average degree scenario, the relative importance of the user-side values is much higher than317

the one of the item-side for LightGCN and DGCF, while the gap sometimes gets narrower in the318

case of UltraGCN and SVD-GCN. This may be because while LightGCN and DGCF only leverage319

user-item types of interactions, UltraGCN and (especially) SVD-GCN also embed the information320

conveyed in the user- and item-projected graphs in their formulations, thus flattening the different321

influence of the user-side characteristics over the item-side counterpart.322

Interestingly, the Assort-U and Assort-I characteristics exhibit a direct and inverse correspondence323

to the accuracy metric, respectively. Furthermore, models such as LightGCN and DGCF have324

slightly larger coefficients for both Assort-U and Assort-I than SVD-GCN. Again, these results325

have a mathematical justification. Indeed, the strong lookahead nature of the assortativity measures326

(refer again to Section 2.4) seems to be captured by the multi-layer message-passing performed327

by LightGCN and DGCF. Conversely, in the case of SVD-GCN, they are less influential, probably328

because the model acts on the singular values of the adjacency matrix with the effect of limiting329

the graph convolutional layers’ depth to avoid over-smoothing. However, it is important to observe330

that the assortativity results are less statistically-significant than the others, so we plan to further331

investigate this aspect in future work. On the contrary, a different trend can be observed for UltraGCN,332

where both Assort-U and Assort-I generally have bigger coefficients with much more statistically333

significant values. Again, this behavior could have a theoretical foundation since the model adopts334

the infinite-layer approximation, which (differently from SVD-GCN) may capture long-distance335

relationships in the user-item graph.336

SUMMARY. The analytical and theoretical observations show that: (i) factorization-based ap-337

proaches could be the core component of graph-based recommender systems; (ii) while confirming338

its influence on the recommendation performance, node degree seems not to be a key topological339

characteristic to distinguish among the different graph-based models; indeed, the wider perspective340

provided by clustering coefficient and (especially) degree assortativity may help to recognize how the341

different models address the topological properties of the graph, even with unexpected outcomes.342

5.2 Influence of node- and edge-dropout (RQ2)343

The current section investigates the influence of the different sampling strategies, namely, node- and344

edge-dropout, on the explanatory model. Given the lack of space, we report an extensive analysis of345

the largest dataset, Gowalla, by considering the performance of LightGCN and SVD-GCN.346

As generally observed in real-world networks, user-item bipartite graphs follow the typical trend of347

scale-free networks [61]. Thus, we introduce the following statement on the possible influence of348

node- and edge-dropout on our linear explanatory model:349
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Table 2: Results of the explanatory model with the Recall@20 as recommendation metric. Besides
the row in light gray standing for the R2, the other rows refer to the learned characteristics’ coefficients
(with the statistical significance). Constant (i.e., ✓0) is the expected value of Recall@20.
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LightGCN DGCF UltraGCN SVD-GCN

Yelp2018 Gowalla Yelp2018 Gowalla Yelp2018 Gowalla Yelp2018 Gowalla

R2(adj. R2) 0.971(0.971) 0.979(0.978) 0.973(0.973) 0.982(0.981) 0.965(0.964) 0.860(0.858) 0.982(0.981) 0.981(0.981)
Constant 0.100⇤⇤⇤ 0.121⇤⇤⇤ 0.089⇤⇤⇤ 0.107⇤⇤⇤ 0.061⇤⇤⇤ 0.062⇤⇤⇤ 0.116⇤⇤⇤ 0.135⇤⇤⇤

SpaceSizelog 0.070⇤⇤⇤ 0.192⇤⇤⇤ 0.133⇤⇤⇤ 0.237⇤⇤⇤ �0.059⇤⇤⇤ 0.318⇤⇤⇤ 0.064⇤⇤⇤ 0.114⇤⇤⇤

Shapelog �0.253⇤ �0.231 �0.282⇤⇤ �0.220⇤ 0.135 �0.003 �0.193 �0.232⇤

Densitylog 0.194⇤⇤⇤ 0.298⇤⇤⇤ 0.243⇤⇤⇤ 0.327⇤⇤⇤ 0.026⇤ 0.321⇤⇤⇤ 0.203⇤⇤⇤ 0.234⇤⇤⇤

Gini-U 0.296⇤⇤ 0.104 0.074 �0.071 �0.043 �0.931⇤⇤⇤ 0.136 0.143
Gini-I 1.362⇤⇤⇤ 0.681⇤⇤⇤ 1.108⇤⇤⇤ 0.560⇤⇤⇤ 0.605⇤⇤⇤ �0.144 1.138⇤⇤⇤ 0.748⇤⇤⇤

AvgDegree-Ulog 0.390⇤⇤⇤ 0.605⇤⇤⇤ 0.518⇤⇤⇤ 0.673⇤⇤⇤ �0.100⇤ 0.640⇤⇤⇤ 0.364⇤⇤⇤ 0.464⇤⇤⇤

AvgDegree-Ilog 0.137⇤ 0.374⇤⇤⇤ 0.235⇤⇤⇤ 0.453⇤⇤⇤ 0.034 0.637⇤⇤⇤ 0.171⇤⇤ 0.231⇤⇤

AvgClustC-Ulog 0.613⇤⇤⇤ 0.665⇤⇤⇤ 0.726⇤⇤⇤ 0.783⇤⇤⇤ �0.077 0.706⇤⇤⇤ 0.613⇤⇤⇤ 0.496⇤⇤⇤
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Assort-U 0.094⇤⇤⇤ 0.024⇤ 0.093⇤⇤⇤ 0.013 0.123⇤⇤⇤ �0.019 0.080⇤⇤⇤ 0.010
Assort-I �0.051 �0.031 �0.056⇤ �0.055 0.001 �0.174⇤⇤⇤ �0.048⇤ �0.088⇤

***p-value  0.001, **p-value  0.01, *p-value  0.05

As far as clustering coefficient and degree assortativity are concerned, we assess how similarities313

among nodes from the same partition in the graph may impact the recommendation accuracy per-314

formance of models. In terms of AvgClustC-Ulog and AvgClustC-Ilog, the results prove again a315

strong direct correspondence in almost all settings of graph-based models and datasets. Differently316

from the average degree scenario, the relative importance of the user-side values is much higher than317

the one of the item-side for LightGCN and DGCF, while the gap sometimes gets narrower in the318

case of UltraGCN and SVD-GCN. This may be because while LightGCN and DGCF only leverage319

user-item types of interactions, UltraGCN and (especially) SVD-GCN also embed the information320

conveyed in the user- and item-projected graphs in their formulations, thus flattening the different321

influence of the user-side characteristics over the item-side counterpart.322

Interestingly, the Assort-U and Assort-I characteristics exhibit a direct and inverse correspondence323

to the accuracy metric, respectively. Furthermore, models such as LightGCN and DGCF have324

slightly larger coefficients for both Assort-U and Assort-I than SVD-GCN. Again, these results325

have a mathematical justification. Indeed, the strong lookahead nature of the assortativity measures326

(refer again to Section 2.4) seems to be captured by the multi-layer message-passing performed327

by LightGCN and DGCF. Conversely, in the case of SVD-GCN, they are less influential, probably328

because the model acts on the singular values of the adjacency matrix with the effect of limiting329

the graph convolutional layers’ depth to avoid over-smoothing. However, it is important to observe330

that the assortativity results are less statistically-significant than the others, so we plan to further331

investigate this aspect in future work. On the contrary, a different trend can be observed for UltraGCN,332

where both Assort-U and Assort-I generally have bigger coefficients with much more statistically333

significant values. Again, this behavior could have a theoretical foundation since the model adopts334

the infinite-layer approximation, which (differently from SVD-GCN) may capture long-distance335

relationships in the user-item graph.336

SUMMARY. The analytical and theoretical observations show that: (i) factorization-based ap-337

proaches could be the core component of graph-based recommender systems; (ii) while confirming338

its influence on the recommendation performance, node degree seems not to be a key topological339

characteristic to distinguish among the different graph-based models; indeed, the wider perspective340

provided by clustering coefficient and (especially) degree assortativity may help to recognize how the341

different models address the topological properties of the graph, even with unexpected outcomes.342

5.2 Influence of node- and edge-dropout (RQ2)343

The current section investigates the influence of the different sampling strategies, namely, node- and344

edge-dropout, on the explanatory model. Given the lack of space, we report an extensive analysis of345

the largest dataset, Gowalla, by considering the performance of LightGCN and SVD-GCN.346

As generally observed in real-world networks, user-item bipartite graphs follow the typical trend of347

scale-free networks [61]. Thus, we introduce the following statement on the possible influence of348

node- and edge-dropout on our linear explanatory model:349
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Table 2: Results of the explanatory model with the Recall@20 as recommendation metric. Besides
the row in light gray standing for the R2, the other rows refer to the learned characteristics’ coefficients
(with the statistical significance). Constant (i.e., ✓0) is the expected value of Recall@20.

Characteristics
LightGCN DGCF UltraGCN SVD-GCN

Yelp2018 Gowalla Yelp2018 Gowalla Yelp2018 Gowalla Yelp2018 Gowalla

R2(adj. R2) 0.971(0.971) 0.979(0.978) 0.973(0.973) 0.982(0.981) 0.965(0.964) 0.860(0.858) 0.982(0.981) 0.981(0.981)
Constant 0.100⇤⇤⇤ 0.121⇤⇤⇤ 0.089⇤⇤⇤ 0.107⇤⇤⇤ 0.061⇤⇤⇤ 0.062⇤⇤⇤ 0.116⇤⇤⇤ 0.135⇤⇤⇤

SpaceSizelog 0.070⇤⇤⇤ 0.192⇤⇤⇤ 0.133⇤⇤⇤ 0.237⇤⇤⇤ �0.059⇤⇤⇤ 0.318⇤⇤⇤ 0.064⇤⇤⇤ 0.114⇤⇤⇤

Shapelog �0.253⇤ �0.231 �0.282⇤⇤ �0.220⇤ 0.135 �0.003 �0.193 �0.232⇤

Densitylog 0.194⇤⇤⇤ 0.298⇤⇤⇤ 0.243⇤⇤⇤ 0.327⇤⇤⇤ 0.026⇤ 0.321⇤⇤⇤ 0.203⇤⇤⇤ 0.234⇤⇤⇤

Gini-U 0.296⇤⇤ 0.104 0.074 �0.071 �0.043 �0.931⇤⇤⇤ 0.136 0.143
Gini-I 1.362⇤⇤⇤ 0.681⇤⇤⇤ 1.108⇤⇤⇤ 0.560⇤⇤⇤ 0.605⇤⇤⇤ �0.144 1.138⇤⇤⇤ 0.748⇤⇤⇤

AvgDegree-Ulog 0.390⇤⇤⇤ 0.605⇤⇤⇤ 0.518⇤⇤⇤ 0.673⇤⇤⇤ �0.100⇤ 0.640⇤⇤⇤ 0.364⇤⇤⇤ 0.464⇤⇤⇤

AvgDegree-Ilog 0.137⇤ 0.374⇤⇤⇤ 0.235⇤⇤⇤ 0.453⇤⇤⇤ 0.034 0.637⇤⇤⇤ 0.171⇤⇤ 0.231⇤⇤

AvgClustC-Ulog 0.613⇤⇤⇤ 0.665⇤⇤⇤ 0.726⇤⇤⇤ 0.783⇤⇤⇤ �0.077 0.706⇤⇤⇤ 0.613⇤⇤⇤ 0.496⇤⇤⇤

AvgClustC-Ilog 0.087 0.332⇤ 0.168 0.373⇤⇤ 0.062 0.671⇤⇤ 0.057 0.215
Assort-U 0.094⇤⇤⇤ 0.024⇤ 0.093⇤⇤⇤ 0.013 0.123⇤⇤⇤ �0.019 0.080⇤⇤⇤ 0.010
Assort-I �0.051 �0.031 �0.056⇤ �0.055 0.001 �0.174⇤⇤⇤ �0.048⇤ �0.088⇤

***p-value  0.001, **p-value  0.01, *p-value  0.05

As far as clustering coefficient and degree assortativity are concerned, we assess how similarities313

among nodes from the same partition in the graph may impact the recommendation accuracy per-314

formance of models. In terms of AvgClustC-Ulog and AvgClustC-Ilog, the results prove again a315

strong direct correspondence in almost all settings of graph-based models and datasets. Differently316

from the average degree scenario, the relative importance of the user-side values is much higher than317

the one of the item-side for LightGCN and DGCF, while the gap sometimes gets narrower in the318

case of UltraGCN and SVD-GCN. This may be because while LightGCN and DGCF only leverage319

user-item types of interactions, UltraGCN and (especially) SVD-GCN also embed the information320

conveyed in the user- and item-projected graphs in their formulations, thus flattening the different321

influence of the user-side characteristics over the item-side counterpart.322

Interestingly, the Assort-U and Assort-I characteristics exhibit a direct and inverse correspondence323

to the accuracy metric, respectively. Furthermore, models such as LightGCN and DGCF have324

slightly larger coefficients for both Assort-U and Assort-I than SVD-GCN. Again, these results325

have a mathematical justification. Indeed, the strong lookahead nature of the assortativity measures326

(refer again to Section 2.4) seems to be captured by the multi-layer message-passing performed327

by LightGCN and DGCF. Conversely, in the case of SVD-GCN, they are less influential, probably328

because the model acts on the singular values of the adjacency matrix with the effect of limiting329

the graph convolutional layers’ depth to avoid over-smoothing. However, it is important to observe330

that the assortativity results are less statistically-significant than the others, so we plan to further331

investigate this aspect in future work. On the contrary, a different trend can be observed for UltraGCN,332

where both Assort-U and Assort-I generally have bigger coefficients with much more statistically333

significant values. Again, this behavior could have a theoretical foundation since the model adopts334

the infinite-layer approximation, which (differently from SVD-GCN) may capture long-distance335

relationships in the user-item graph.336

SUMMARY. The analytical and theoretical observations show that: (i) factorization-based ap-337

proaches could be the core component of graph-based recommender systems; (ii) while confirming338

its influence on the recommendation performance, node degree seems not to be a key topological339

characteristic to distinguish among the different graph-based models; indeed, the wider perspective340

provided by clustering coefficient and (especially) degree assortativity may help to recognize how the341

different models address the topological properties of the graph, even with unexpected outcomes.342

5.2 Influence of node- and edge-dropout (RQ2)343

The current section investigates the influence of the different sampling strategies, namely, node- and344

edge-dropout, on the explanatory model. Given the lack of space, we report an extensive analysis of345

the largest dataset, Gowalla, by considering the performance of LightGCN and SVD-GCN.346

As generally observed in real-world networks, user-item bipartite graphs follow the typical trend of347

scale-free networks [61]. Thus, we introduce the following statement on the possible influence of348

node- and edge-dropout on our linear explanatory model:349
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Table 2: Results of the explanatory model with the Recall@20 as recommendation metric. Besides
the row in light gray standing for the R2, the other rows refer to the learned characteristics’ coefficients
(with the statistical significance). Constant (i.e., ✓0) is the expected value of Recall@20.

Characteristics
LightGCN DGCF UltraGCN SVD-GCN

Yelp2018 Gowalla Yelp2018 Gowalla Yelp2018 Gowalla Yelp2018 Gowalla
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Constant 0.100⇤⇤⇤ 0.121⇤⇤⇤ 0.089⇤⇤⇤ 0.107⇤⇤⇤ 0.061⇤⇤⇤ 0.062⇤⇤⇤ 0.116⇤⇤⇤ 0.135⇤⇤⇤

SpaceSizelog 0.070⇤⇤⇤ 0.192⇤⇤⇤ 0.133⇤⇤⇤ 0.237⇤⇤⇤ �0.059⇤⇤⇤ 0.318⇤⇤⇤ 0.064⇤⇤⇤ 0.114⇤⇤⇤

Shapelog �0.253⇤ �0.231 �0.282⇤⇤ �0.220⇤ 0.135 �0.003 �0.193 �0.232⇤

Densitylog 0.194⇤⇤⇤ 0.298⇤⇤⇤ 0.243⇤⇤⇤ 0.327⇤⇤⇤ 0.026⇤ 0.321⇤⇤⇤ 0.203⇤⇤⇤ 0.234⇤⇤⇤

Gini-U 0.296⇤⇤ 0.104 0.074 �0.071 �0.043 �0.931⇤⇤⇤ 0.136 0.143
Gini-I 1.362⇤⇤⇤ 0.681⇤⇤⇤ 1.108⇤⇤⇤ 0.560⇤⇤⇤ 0.605⇤⇤⇤ �0.144 1.138⇤⇤⇤ 0.748⇤⇤⇤

AvgDegree-Ulog 0.390⇤⇤⇤ 0.605⇤⇤⇤ 0.518⇤⇤⇤ 0.673⇤⇤⇤ �0.100⇤ 0.640⇤⇤⇤ 0.364⇤⇤⇤ 0.464⇤⇤⇤

AvgDegree-Ilog 0.137⇤ 0.374⇤⇤⇤ 0.235⇤⇤⇤ 0.453⇤⇤⇤ 0.034 0.637⇤⇤⇤ 0.171⇤⇤ 0.231⇤⇤

AvgClustC-Ulog 0.613⇤⇤⇤ 0.665⇤⇤⇤ 0.726⇤⇤⇤ 0.783⇤⇤⇤ �0.077 0.706⇤⇤⇤ 0.613⇤⇤⇤ 0.496⇤⇤⇤

AvgClustC-Ilog 0.087 0.332⇤ 0.168 0.373⇤⇤ 0.062 0.671⇤⇤ 0.057 0.215
Assort-U 0.094⇤⇤⇤ 0.024⇤ 0.093⇤⇤⇤ 0.013 0.123⇤⇤⇤ �0.019 0.080⇤⇤⇤ 0.010
Assort-I �0.051 �0.031 �0.056⇤ �0.055 0.001 �0.174⇤⇤⇤ �0.048⇤ �0.088⇤

***p-value  0.001, **p-value  0.01, *p-value  0.05

As far as clustering coefficient and degree assortativity are concerned, we assess how similarities313

among nodes from the same partition in the graph may impact the recommendation accuracy per-314

formance of models. In terms of AvgClustC-Ulog and AvgClustC-Ilog, the results prove again a315

strong direct correspondence in almost all settings of graph-based models and datasets. Differently316

from the average degree scenario, the relative importance of the user-side values is much higher than317

the one of the item-side for LightGCN and DGCF, while the gap sometimes gets narrower in the318

case of UltraGCN and SVD-GCN. This may be because while LightGCN and DGCF only leverage319

user-item types of interactions, UltraGCN and (especially) SVD-GCN also embed the information320

conveyed in the user- and item-projected graphs in their formulations, thus flattening the different321

influence of the user-side characteristics over the item-side counterpart.322

Interestingly, the Assort-U and Assort-I characteristics exhibit a direct and inverse correspondence323

to the accuracy metric, respectively. Furthermore, models such as LightGCN and DGCF have324

slightly larger coefficients for both Assort-U and Assort-I than SVD-GCN. Again, these results325

have a mathematical justification. Indeed, the strong lookahead nature of the assortativity measures326

(refer again to Section 2.4) seems to be captured by the multi-layer message-passing performed327

by LightGCN and DGCF. Conversely, in the case of SVD-GCN, they are less influential, probably328

because the model acts on the singular values of the adjacency matrix with the effect of limiting329

the graph convolutional layers’ depth to avoid over-smoothing. However, it is important to observe330

that the assortativity results are less statistically-significant than the others, so we plan to further331

investigate this aspect in future work. On the contrary, a different trend can be observed for UltraGCN,332

where both Assort-U and Assort-I generally have bigger coefficients with much more statistically333

significant values. Again, this behavior could have a theoretical foundation since the model adopts334

the infinite-layer approximation, which (differently from SVD-GCN) may capture long-distance335

relationships in the user-item graph.336

SUMMARY. The analytical and theoretical observations show that: (i) factorization-based ap-337

proaches could be the core component of graph-based recommender systems; (ii) while confirming338

its influence on the recommendation performance, node degree seems not to be a key topological339

characteristic to distinguish among the different graph-based models; indeed, the wider perspective340

provided by clustering coefficient and (especially) degree assortativity may help to recognize how the341

different models address the topological properties of the graph, even with unexpected outcomes.342

5.2 Influence of node- and edge-dropout (RQ2)343

The current section investigates the influence of the different sampling strategies, namely, node- and344

edge-dropout, on the explanatory model. Given the lack of space, we report an extensive analysis of345

the largest dataset, Gowalla, by considering the performance of LightGCN and SVD-GCN.346

As generally observed in real-world networks, user-item bipartite graphs follow the typical trend of347

scale-free networks [61]. Thus, we introduce the following statement on the possible influence of348

node- and edge-dropout on our linear explanatory model:349
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Table 2: Results of the explanatory model with the Recall@20 as recommendation metric. Besides
the row in light gray standing for the R2, the other rows refer to the learned characteristics’ coefficients
(with the statistical significance). Constant (i.e., ✓0) is the expected value of Recall@20.

Characteristics
LightGCN DGCF UltraGCN SVD-GCN

Yelp2018 Gowalla Yelp2018 Gowalla Yelp2018 Gowalla Yelp2018 Gowalla

R2(adj. R2) 0.971(0.971) 0.979(0.978) 0.973(0.973) 0.982(0.981) 0.965(0.964) 0.860(0.858) 0.982(0.981) 0.981(0.981)
Constant 0.100⇤⇤⇤ 0.121⇤⇤⇤ 0.089⇤⇤⇤ 0.107⇤⇤⇤ 0.061⇤⇤⇤ 0.062⇤⇤⇤ 0.116⇤⇤⇤ 0.135⇤⇤⇤

SpaceSizelog 0.070⇤⇤⇤ 0.192⇤⇤⇤ 0.133⇤⇤⇤ 0.237⇤⇤⇤ �0.059⇤⇤⇤ 0.318⇤⇤⇤ 0.064⇤⇤⇤ 0.114⇤⇤⇤

Shapelog �0.253⇤ �0.231 �0.282⇤⇤ �0.220⇤ 0.135 �0.003 �0.193 �0.232⇤

Densitylog 0.194⇤⇤⇤ 0.298⇤⇤⇤ 0.243⇤⇤⇤ 0.327⇤⇤⇤ 0.026⇤ 0.321⇤⇤⇤ 0.203⇤⇤⇤ 0.234⇤⇤⇤

Gini-U 0.296⇤⇤ 0.104 0.074 �0.071 �0.043 �0.931⇤⇤⇤ 0.136 0.143
Gini-I 1.362⇤⇤⇤ 0.681⇤⇤⇤ 1.108⇤⇤⇤ 0.560⇤⇤⇤ 0.605⇤⇤⇤ �0.144 1.138⇤⇤⇤ 0.748⇤⇤⇤

AvgDegree-Ulog 0.390⇤⇤⇤ 0.605⇤⇤⇤ 0.518⇤⇤⇤ 0.673⇤⇤⇤ �0.100⇤ 0.640⇤⇤⇤ 0.364⇤⇤⇤ 0.464⇤⇤⇤

AvgDegree-Ilog 0.137⇤ 0.374⇤⇤⇤ 0.235⇤⇤⇤ 0.453⇤⇤⇤ 0.034 0.637⇤⇤⇤ 0.171⇤⇤ 0.231⇤⇤

AvgClustC-Ulog 0.613⇤⇤⇤ 0.665⇤⇤⇤ 0.726⇤⇤⇤ 0.783⇤⇤⇤ �0.077 0.706⇤⇤⇤ 0.613⇤⇤⇤ 0.496⇤⇤⇤

AvgClustC-Ilog 0.087 0.332⇤ 0.168 0.373⇤⇤ 0.062 0.671⇤⇤ 0.057 0.215
Assort-U 0.094⇤⇤⇤ 0.024⇤ 0.093⇤⇤⇤ 0.013 0.123⇤⇤⇤ �0.019 0.080⇤⇤⇤ 0.010
Assort-I �0.051 �0.031 �0.056⇤ �0.055 0.001 �0.174⇤⇤⇤ �0.048⇤ �0.088⇤

***p-value  0.001, **p-value  0.01, *p-value  0.05

As far as clustering coefficient and degree assortativity are concerned, we assess how similarities313

among nodes from the same partition in the graph may impact the recommendation accuracy per-314

formance of models. In terms of AvgClustC-Ulog and AvgClustC-Ilog, the results prove again a315

strong direct correspondence in almost all settings of graph-based models and datasets. Differently316

from the average degree scenario, the relative importance of the user-side values is much higher than317

the one of the item-side for LightGCN and DGCF, while the gap sometimes gets narrower in the318

case of UltraGCN and SVD-GCN. This may be because while LightGCN and DGCF only leverage319

user-item types of interactions, UltraGCN and (especially) SVD-GCN also embed the information320

conveyed in the user- and item-projected graphs in their formulations, thus flattening the different321

influence of the user-side characteristics over the item-side counterpart.322

Interestingly, the Assort-U and Assort-I characteristics exhibit a direct and inverse correspondence323

to the accuracy metric, respectively. Furthermore, models such as LightGCN and DGCF have324

slightly larger coefficients for both Assort-U and Assort-I than SVD-GCN. Again, these results325

have a mathematical justification. Indeed, the strong lookahead nature of the assortativity measures326

(refer again to Section 2.4) seems to be captured by the multi-layer message-passing performed327

by LightGCN and DGCF. Conversely, in the case of SVD-GCN, they are less influential, probably328

because the model acts on the singular values of the adjacency matrix with the effect of limiting329

the graph convolutional layers’ depth to avoid over-smoothing. However, it is important to observe330

that the assortativity results are less statistically-significant than the others, so we plan to further331

investigate this aspect in future work. On the contrary, a different trend can be observed for UltraGCN,332

where both Assort-U and Assort-I generally have bigger coefficients with much more statistically333

significant values. Again, this behavior could have a theoretical foundation since the model adopts334

the infinite-layer approximation, which (differently from SVD-GCN) may capture long-distance335

relationships in the user-item graph.336

SUMMARY. The analytical and theoretical observations show that: (i) factorization-based ap-337

proaches could be the core component of graph-based recommender systems; (ii) while confirming338

its influence on the recommendation performance, node degree seems not to be a key topological339

characteristic to distinguish among the different graph-based models; indeed, the wider perspective340

provided by clustering coefficient and (especially) degree assortativity may help to recognize how the341

different models address the topological properties of the graph, even with unexpected outcomes.342

5.2 Influence of node- and edge-dropout (RQ2)343

The current section investigates the influence of the different sampling strategies, namely, node- and344

edge-dropout, on the explanatory model. Given the lack of space, we report an extensive analysis of345

the largest dataset, Gowalla, by considering the performance of LightGCN and SVD-GCN.346

As generally observed in real-world networks, user-item bipartite graphs follow the typical trend of347

scale-free networks [61]. Thus, we introduce the following statement on the possible influence of348

node- and edge-dropout on our linear explanatory model:349
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Table 2: Results of the explanatory model with the Recall@20 as recommendation metric. Besides
the row in light gray standing for the R2, the other rows refer to the learned characteristics’ coefficients
(with the statistical significance). Constant (i.e., ✓0) is the expected value of Recall@20.

Characteristics
LightGCN DGCF UltraGCN SVD-GCN

Yelp2018 Gowalla Yelp2018 Gowalla Yelp2018 Gowalla Yelp2018 Gowalla

R2(adj. R2) 0.971(0.971) 0.979(0.978) 0.973(0.973) 0.982(0.981) 0.965(0.964) 0.860(0.858) 0.982(0.981) 0.981(0.981)
Constant 0.100⇤⇤⇤ 0.121⇤⇤⇤ 0.089⇤⇤⇤ 0.107⇤⇤⇤ 0.061⇤⇤⇤ 0.062⇤⇤⇤ 0.116⇤⇤⇤ 0.135⇤⇤⇤

SpaceSizelog 0.070⇤⇤⇤ 0.192⇤⇤⇤ 0.133⇤⇤⇤ 0.237⇤⇤⇤ �0.059⇤⇤⇤ 0.318⇤⇤⇤ 0.064⇤⇤⇤ 0.114⇤⇤⇤

Shapelog �0.253⇤ �0.231 �0.282⇤⇤ �0.220⇤ 0.135 �0.003 �0.193 �0.232⇤

Densitylog 0.194⇤⇤⇤ 0.298⇤⇤⇤ 0.243⇤⇤⇤ 0.327⇤⇤⇤ 0.026⇤ 0.321⇤⇤⇤ 0.203⇤⇤⇤ 0.234⇤⇤⇤

Gini-U 0.296⇤⇤ 0.104 0.074 �0.071 �0.043 �0.931⇤⇤⇤ 0.136 0.143
Gini-I 1.362⇤⇤⇤ 0.681⇤⇤⇤ 1.108⇤⇤⇤ 0.560⇤⇤⇤ 0.605⇤⇤⇤ �0.144 1.138⇤⇤⇤ 0.748⇤⇤⇤

AvgDegree-Ulog 0.390⇤⇤⇤ 0.605⇤⇤⇤ 0.518⇤⇤⇤ 0.673⇤⇤⇤ �0.100⇤ 0.640⇤⇤⇤ 0.364⇤⇤⇤ 0.464⇤⇤⇤

AvgDegree-Ilog 0.137⇤ 0.374⇤⇤⇤ 0.235⇤⇤⇤ 0.453⇤⇤⇤ 0.034 0.637⇤⇤⇤ 0.171⇤⇤ 0.231⇤⇤

AvgClustC-Ulog 0.613⇤⇤⇤ 0.665⇤⇤⇤ 0.726⇤⇤⇤ 0.783⇤⇤⇤ �0.077 0.706⇤⇤⇤ 0.613⇤⇤⇤ 0.496⇤⇤⇤

AvgClustC-Ilog 0.087 0.332⇤ 0.168 0.373⇤⇤ 0.062 0.671⇤⇤ 0.057 0.215
Assort-U 0.094⇤⇤⇤ 0.024⇤ 0.093⇤⇤⇤ 0.013 0.123⇤⇤⇤ �0.019 0.080⇤⇤⇤ 0.010
Assort-I �0.051 �0.031 �0.056⇤ �0.055 0.001 �0.174⇤⇤⇤ �0.048⇤ �0.088⇤

***p-value  0.001, **p-value  0.01, *p-value  0.05

As far as clustering coefficient and degree assortativity are concerned, we assess how similarities313

among nodes from the same partition in the graph may impact the recommendation accuracy per-314

formance of models. In terms of AvgClustC-Ulog and AvgClustC-Ilog, the results prove again a315

strong direct correspondence in almost all settings of graph-based models and datasets. Differently316

from the average degree scenario, the relative importance of the user-side values is much higher than317

the one of the item-side for LightGCN and DGCF, while the gap sometimes gets narrower in the318

case of UltraGCN and SVD-GCN. This may be because while LightGCN and DGCF only leverage319

user-item types of interactions, UltraGCN and (especially) SVD-GCN also embed the information320

conveyed in the user- and item-projected graphs in their formulations, thus flattening the different321

influence of the user-side characteristics over the item-side counterpart.322

Interestingly, the Assort-U and Assort-I characteristics exhibit a direct and inverse correspondence323

to the accuracy metric, respectively. Furthermore, models such as LightGCN and DGCF have324

slightly larger coefficients for both Assort-U and Assort-I than SVD-GCN. Again, these results325

have a mathematical justification. Indeed, the strong lookahead nature of the assortativity measures326

(refer again to Section 2.4) seems to be captured by the multi-layer message-passing performed327

by LightGCN and DGCF. Conversely, in the case of SVD-GCN, they are less influential, probably328

because the model acts on the singular values of the adjacency matrix with the effect of limiting329

the graph convolutional layers’ depth to avoid over-smoothing. However, it is important to observe330

that the assortativity results are less statistically-significant than the others, so we plan to further331

investigate this aspect in future work. On the contrary, a different trend can be observed for UltraGCN,332

where both Assort-U and Assort-I generally have bigger coefficients with much more statistically333

significant values. Again, this behavior could have a theoretical foundation since the model adopts334

the infinite-layer approximation, which (differently from SVD-GCN) may capture long-distance335

relationships in the user-item graph.336

SUMMARY. The analytical and theoretical observations show that: (i) factorization-based ap-337

proaches could be the core component of graph-based recommender systems; (ii) while confirming338

its influence on the recommendation performance, node degree seems not to be a key topological339

characteristic to distinguish among the different graph-based models; indeed, the wider perspective340

provided by clustering coefficient and (especially) degree assortativity may help to recognize how the341

different models address the topological properties of the graph, even with unexpected outcomes.342

5.2 Influence of node- and edge-dropout (RQ2)343

The current section investigates the influence of the different sampling strategies, namely, node- and344

edge-dropout, on the explanatory model. Given the lack of space, we report an extensive analysis of345

the largest dataset, Gowalla, by considering the performance of LightGCN and SVD-GCN.346

As generally observed in real-world networks, user-item bipartite graphs follow the typical trend of347

scale-free networks [61]. Thus, we introduce the following statement on the possible influence of348

node- and edge-dropout on our linear explanatory model:349
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Table 2: Results of the explanatory model with the Recall@20 as recommendation metric. Besides
the row in light gray standing for the R2, the other rows refer to the learned characteristics’ coefficients
(with the statistical significance). Constant (i.e., ✓0) is the expected value of Recall@20.

Characteristics
LightGCN DGCF UltraGCN SVD-GCN

Yelp2018 Gowalla Yelp2018 Gowalla Yelp2018 Gowalla Yelp2018 Gowalla

R2(adj. R2) 0.971(0.971) 0.979(0.978) 0.973(0.973) 0.982(0.981) 0.965(0.964) 0.860(0.858) 0.982(0.981) 0.981(0.981)
Constant 0.100⇤⇤⇤ 0.121⇤⇤⇤ 0.089⇤⇤⇤ 0.107⇤⇤⇤ 0.061⇤⇤⇤ 0.062⇤⇤⇤ 0.116⇤⇤⇤ 0.135⇤⇤⇤

SpaceSizelog 0.070⇤⇤⇤ 0.192⇤⇤⇤ 0.133⇤⇤⇤ 0.237⇤⇤⇤ �0.059⇤⇤⇤ 0.318⇤⇤⇤ 0.064⇤⇤⇤ 0.114⇤⇤⇤

Shapelog �0.253⇤ �0.231 �0.282⇤⇤ �0.220⇤ 0.135 �0.003 �0.193 �0.232⇤

Densitylog 0.194⇤⇤⇤ 0.298⇤⇤⇤ 0.243⇤⇤⇤ 0.327⇤⇤⇤ 0.026⇤ 0.321⇤⇤⇤ 0.203⇤⇤⇤ 0.234⇤⇤⇤

Gini-U 0.296⇤⇤ 0.104 0.074 �0.071 �0.043 �0.931⇤⇤⇤ 0.136 0.143
Gini-I 1.362⇤⇤⇤ 0.681⇤⇤⇤ 1.108⇤⇤⇤ 0.560⇤⇤⇤ 0.605⇤⇤⇤ �0.144 1.138⇤⇤⇤ 0.748⇤⇤⇤

AvgDegree-Ulog 0.390⇤⇤⇤ 0.605⇤⇤⇤ 0.518⇤⇤⇤ 0.673⇤⇤⇤ �0.100⇤ 0.640⇤⇤⇤ 0.364⇤⇤⇤ 0.464⇤⇤⇤

AvgDegree-Ilog 0.137⇤ 0.374⇤⇤⇤ 0.235⇤⇤⇤ 0.453⇤⇤⇤ 0.034 0.637⇤⇤⇤ 0.171⇤⇤ 0.231⇤⇤

AvgClustC-Ulog 0.613⇤⇤⇤ 0.665⇤⇤⇤ 0.726⇤⇤⇤ 0.783⇤⇤⇤ �0.077 0.706⇤⇤⇤ 0.613⇤⇤⇤ 0.496⇤⇤⇤

AvgClustC-Ilog 0.087 0.332⇤ 0.168 0.373⇤⇤ 0.062 0.671⇤⇤ 0.057 0.215
Assort-U 0.094⇤⇤⇤ 0.024⇤ 0.093⇤⇤⇤ 0.013 0.123⇤⇤⇤ �0.019 0.080⇤⇤⇤ 0.010
Assort-I �0.051 �0.031 �0.056⇤ �0.055 0.001 �0.174⇤⇤⇤ �0.048⇤ �0.088⇤

***p-value  0.001, **p-value  0.01, *p-value  0.05

As far as clustering coefficient and degree assortativity are concerned, we assess how similarities313

among nodes from the same partition in the graph may impact the recommendation accuracy per-314

formance of models. In terms of AvgClustC-Ulog and AvgClustC-Ilog, the results prove again a315

strong direct correspondence in almost all settings of graph-based models and datasets. Differently316

from the average degree scenario, the relative importance of the user-side values is much higher than317

the one of the item-side for LightGCN and DGCF, while the gap sometimes gets narrower in the318

case of UltraGCN and SVD-GCN. This may be because while LightGCN and DGCF only leverage319

user-item types of interactions, UltraGCN and (especially) SVD-GCN also embed the information320

conveyed in the user- and item-projected graphs in their formulations, thus flattening the different321

influence of the user-side characteristics over the item-side counterpart.322

Interestingly, the Assort-U and Assort-I characteristics exhibit a direct and inverse correspondence323

to the accuracy metric, respectively. Furthermore, models such as LightGCN and DGCF have324

slightly larger coefficients for both Assort-U and Assort-I than SVD-GCN. Again, these results325

have a mathematical justification. Indeed, the strong lookahead nature of the assortativity measures326

(refer again to Section 2.4) seems to be captured by the multi-layer message-passing performed327

by LightGCN and DGCF. Conversely, in the case of SVD-GCN, they are less influential, probably328

because the model acts on the singular values of the adjacency matrix with the effect of limiting329

the graph convolutional layers’ depth to avoid over-smoothing. However, it is important to observe330

that the assortativity results are less statistically-significant than the others, so we plan to further331

investigate this aspect in future work. On the contrary, a different trend can be observed for UltraGCN,332

where both Assort-U and Assort-I generally have bigger coefficients with much more statistically333

significant values. Again, this behavior could have a theoretical foundation since the model adopts334

the infinite-layer approximation, which (differently from SVD-GCN) may capture long-distance335

relationships in the user-item graph.336

SUMMARY. The analytical and theoretical observations show that: (i) factorization-based ap-337

proaches could be the core component of graph-based recommender systems; (ii) while confirming338

its influence on the recommendation performance, node degree seems not to be a key topological339

characteristic to distinguish among the different graph-based models; indeed, the wider perspective340

provided by clustering coefficient and (especially) degree assortativity may help to recognize how the341

different models address the topological properties of the graph, even with unexpected outcomes.342

5.2 Influence of node- and edge-dropout (RQ2)343

The current section investigates the influence of the different sampling strategies, namely, node- and344

edge-dropout, on the explanatory model. Given the lack of space, we report an extensive analysis of345

the largest dataset, Gowalla, by considering the performance of LightGCN and SVD-GCN.346

As generally observed in real-world networks, user-item bipartite graphs follow the typical trend of347

scale-free networks [61]. Thus, we introduce the following statement on the possible influence of348

node- and edge-dropout on our linear explanatory model:349
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Table 2: Results of the explanatory model with the Recall@20 as recommendation metric. Besides
the row in light gray standing for the R2, the other rows refer to the learned characteristics’ coefficients
(with the statistical significance). Constant (i.e., ✓0) is the expected value of Recall@20.

Characteristics
LightGCN DGCF UltraGCN SVD-GCN

Yelp2018 Gowalla Yelp2018 Gowalla Yelp2018 Gowalla Yelp2018 Gowalla

R2(adj. R2) 0.971(0.971) 0.979(0.978) 0.973(0.973) 0.982(0.981) 0.965(0.964) 0.860(0.858) 0.982(0.981) 0.981(0.981)
Constant 0.100⇤⇤⇤ 0.121⇤⇤⇤ 0.089⇤⇤⇤ 0.107⇤⇤⇤ 0.061⇤⇤⇤ 0.062⇤⇤⇤ 0.116⇤⇤⇤ 0.135⇤⇤⇤

SpaceSizelog 0.070⇤⇤⇤ 0.192⇤⇤⇤ 0.133⇤⇤⇤ 0.237⇤⇤⇤ �0.059⇤⇤⇤ 0.318⇤⇤⇤ 0.064⇤⇤⇤ 0.114⇤⇤⇤

Shapelog �0.253⇤ �0.231 �0.282⇤⇤ �0.220⇤ 0.135 �0.003 �0.193 �0.232⇤

Densitylog 0.194⇤⇤⇤ 0.298⇤⇤⇤ 0.243⇤⇤⇤ 0.327⇤⇤⇤ 0.026⇤ 0.321⇤⇤⇤ 0.203⇤⇤⇤ 0.234⇤⇤⇤

Gini-U 0.296⇤⇤ 0.104 0.074 �0.071 �0.043 �0.931⇤⇤⇤ 0.136 0.143
Gini-I 1.362⇤⇤⇤ 0.681⇤⇤⇤ 1.108⇤⇤⇤ 0.560⇤⇤⇤ 0.605⇤⇤⇤ �0.144 1.138⇤⇤⇤ 0.748⇤⇤⇤

AvgDegree-Ulog 0.390⇤⇤⇤ 0.605⇤⇤⇤ 0.518⇤⇤⇤ 0.673⇤⇤⇤ �0.100⇤ 0.640⇤⇤⇤ 0.364⇤⇤⇤ 0.464⇤⇤⇤

AvgDegree-Ilog 0.137⇤ 0.374⇤⇤⇤ 0.235⇤⇤⇤ 0.453⇤⇤⇤ 0.034 0.637⇤⇤⇤ 0.171⇤⇤ 0.231⇤⇤

AvgClustC-Ulog 0.613⇤⇤⇤ 0.665⇤⇤⇤ 0.726⇤⇤⇤ 0.783⇤⇤⇤ �0.077 0.706⇤⇤⇤ 0.613⇤⇤⇤ 0.496⇤⇤⇤

AvgClustC-Ilog 0.087 0.332⇤ 0.168 0.373⇤⇤ 0.062 0.671⇤⇤ 0.057 0.215
Assort-U 0.094⇤⇤⇤ 0.024⇤ 0.093⇤⇤⇤ 0.013 0.123⇤⇤⇤ �0.019 0.080⇤⇤⇤ 0.010
Assort-I �0.051 �0.031 �0.056⇤ �0.055 0.001 �0.174⇤⇤⇤ �0.048⇤ �0.088⇤

***p-value  0.001, **p-value  0.01, *p-value  0.05

As far as clustering coefficient and degree assortativity are concerned, we assess how similarities313

among nodes from the same partition in the graph may impact the recommendation accuracy per-314

formance of models. In terms of AvgClustC-Ulog and AvgClustC-Ilog, the results prove again a315

strong direct correspondence in almost all settings of graph-based models and datasets. Differently316

from the average degree scenario, the relative importance of the user-side values is much higher than317

the one of the item-side for LightGCN and DGCF, while the gap sometimes gets narrower in the318

case of UltraGCN and SVD-GCN. This may be because while LightGCN and DGCF only leverage319

user-item types of interactions, UltraGCN and (especially) SVD-GCN also embed the information320

conveyed in the user- and item-projected graphs in their formulations, thus flattening the different321

influence of the user-side characteristics over the item-side counterpart.322

Interestingly, the Assort-U and Assort-I characteristics exhibit a direct and inverse correspondence323

to the accuracy metric, respectively. Furthermore, models such as LightGCN and DGCF have324

slightly larger coefficients for both Assort-U and Assort-I than SVD-GCN. Again, these results325

have a mathematical justification. Indeed, the strong lookahead nature of the assortativity measures326

(refer again to Section 2.4) seems to be captured by the multi-layer message-passing performed327

by LightGCN and DGCF. Conversely, in the case of SVD-GCN, they are less influential, probably328

because the model acts on the singular values of the adjacency matrix with the effect of limiting329

the graph convolutional layers’ depth to avoid over-smoothing. However, it is important to observe330

that the assortativity results are less statistically-significant than the others, so we plan to further331

investigate this aspect in future work. On the contrary, a different trend can be observed for UltraGCN,332

where both Assort-U and Assort-I generally have bigger coefficients with much more statistically333

significant values. Again, this behavior could have a theoretical foundation since the model adopts334

the infinite-layer approximation, which (differently from SVD-GCN) may capture long-distance335

relationships in the user-item graph.336

SUMMARY. The analytical and theoretical observations show that: (i) factorization-based ap-337

proaches could be the core component of graph-based recommender systems; (ii) while confirming338

its influence on the recommendation performance, node degree seems not to be a key topological339

characteristic to distinguish among the different graph-based models; indeed, the wider perspective340

provided by clustering coefficient and (especially) degree assortativity may help to recognize how the341

different models address the topological properties of the graph, even with unexpected outcomes.342

5.2 Influence of node- and edge-dropout (RQ2)343

The current section investigates the influence of the different sampling strategies, namely, node- and344

edge-dropout, on the explanatory model. Given the lack of space, we report an extensive analysis of345

the largest dataset, Gowalla, by considering the performance of LightGCN and SVD-GCN.346

As generally observed in real-world networks, user-item bipartite graphs follow the typical trend of347

scale-free networks [61]. Thus, we introduce the following statement on the possible influence of348

node- and edge-dropout on our linear explanatory model:349
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Table 2: Results of the explanatory model with the Recall@20 as recommendation metric. Besides
the row in light gray standing for the R2, the other rows refer to the learned characteristics’ coefficients
(with the statistical significance). Constant (i.e., ✓0) is the expected value of Recall@20.

Characteristics
LightGCN DGCF UltraGCN SVD-GCN

Yelp2018 Gowalla Yelp2018 Gowalla Yelp2018 Gowalla Yelp2018 Gowalla

R2(adj. R2) 0.971(0.971) 0.979(0.978) 0.973(0.973) 0.982(0.981) 0.965(0.964) 0.860(0.858) 0.982(0.981) 0.981(0.981)
Constant 0.100⇤⇤⇤ 0.121⇤⇤⇤ 0.089⇤⇤⇤ 0.107⇤⇤⇤ 0.061⇤⇤⇤ 0.062⇤⇤⇤ 0.116⇤⇤⇤ 0.135⇤⇤⇤

SpaceSizelog 0.070⇤⇤⇤ 0.192⇤⇤⇤ 0.133⇤⇤⇤ 0.237⇤⇤⇤ �0.059⇤⇤⇤ 0.318⇤⇤⇤ 0.064⇤⇤⇤ 0.114⇤⇤⇤

Shapelog �0.253⇤ �0.231 �0.282⇤⇤ �0.220⇤ 0.135 �0.003 �0.193 �0.232⇤

Densitylog 0.194⇤⇤⇤ 0.298⇤⇤⇤ 0.243⇤⇤⇤ 0.327⇤⇤⇤ 0.026⇤ 0.321⇤⇤⇤ 0.203⇤⇤⇤ 0.234⇤⇤⇤

Gini-U 0.296⇤⇤ 0.104 0.074 �0.071 �0.043 �0.931⇤⇤⇤ 0.136 0.143
Gini-I 1.362⇤⇤⇤ 0.681⇤⇤⇤ 1.108⇤⇤⇤ 0.560⇤⇤⇤ 0.605⇤⇤⇤ �0.144 1.138⇤⇤⇤ 0.748⇤⇤⇤

AvgDegree-Ulog 0.390⇤⇤⇤ 0.605⇤⇤⇤ 0.518⇤⇤⇤ 0.673⇤⇤⇤ �0.100⇤ 0.640⇤⇤⇤ 0.364⇤⇤⇤ 0.464⇤⇤⇤

AvgDegree-Ilog 0.137⇤ 0.374⇤⇤⇤ 0.235⇤⇤⇤ 0.453⇤⇤⇤ 0.034 0.637⇤⇤⇤ 0.171⇤⇤ 0.231⇤⇤

AvgClustC-Ulog 0.613⇤⇤⇤ 0.665⇤⇤⇤ 0.726⇤⇤⇤ 0.783⇤⇤⇤ �0.077 0.706⇤⇤⇤ 0.613⇤⇤⇤ 0.496⇤⇤⇤

AvgClustC-Ilog 0.087 0.332⇤ 0.168 0.373⇤⇤ 0.062 0.671⇤⇤ 0.057 0.215
Assort-U 0.094⇤⇤⇤ 0.024⇤ 0.093⇤⇤⇤ 0.013 0.123⇤⇤⇤ �0.019 0.080⇤⇤⇤ 0.010
Assort-I �0.051 �0.031 �0.056⇤ �0.055 0.001 �0.174⇤⇤⇤ �0.048⇤ �0.088⇤

***p-value  0.001, **p-value  0.01, *p-value  0.05

As far as clustering coefficient and degree assortativity are concerned, we assess how similarities313

among nodes from the same partition in the graph may impact the recommendation accuracy per-314

formance of models. In terms of AvgClustC-Ulog and AvgClustC-Ilog, the results prove again a315

strong direct correspondence in almost all settings of graph-based models and datasets. Differently316

from the average degree scenario, the relative importance of the user-side values is much higher than317

the one of the item-side for LightGCN and DGCF, while the gap sometimes gets narrower in the318

case of UltraGCN and SVD-GCN. This may be because while LightGCN and DGCF only leverage319

user-item types of interactions, UltraGCN and (especially) SVD-GCN also embed the information320

conveyed in the user- and item-projected graphs in their formulations, thus flattening the different321

influence of the user-side characteristics over the item-side counterpart.322

Interestingly, the Assort-U and Assort-I characteristics exhibit a direct and inverse correspondence323

to the accuracy metric, respectively. Furthermore, models such as LightGCN and DGCF have324

slightly larger coefficients for both Assort-U and Assort-I than SVD-GCN. Again, these results325

have a mathematical justification. Indeed, the strong lookahead nature of the assortativity measures326

(refer again to Section 2.4) seems to be captured by the multi-layer message-passing performed327

by LightGCN and DGCF. Conversely, in the case of SVD-GCN, they are less influential, probably328

because the model acts on the singular values of the adjacency matrix with the effect of limiting329

the graph convolutional layers’ depth to avoid over-smoothing. However, it is important to observe330

that the assortativity results are less statistically-significant than the others, so we plan to further331

investigate this aspect in future work. On the contrary, a different trend can be observed for UltraGCN,332

where both Assort-U and Assort-I generally have bigger coefficients with much more statistically333

significant values. Again, this behavior could have a theoretical foundation since the model adopts334

the infinite-layer approximation, which (differently from SVD-GCN) may capture long-distance335

relationships in the user-item graph.336

SUMMARY. The analytical and theoretical observations show that: (i) factorization-based ap-337

proaches could be the core component of graph-based recommender systems; (ii) while confirming338

its influence on the recommendation performance, node degree seems not to be a key topological339

characteristic to distinguish among the different graph-based models; indeed, the wider perspective340

provided by clustering coefficient and (especially) degree assortativity may help to recognize how the341

different models address the topological properties of the graph, even with unexpected outcomes.342

5.2 Influence of node- and edge-dropout (RQ2)343

The current section investigates the influence of the different sampling strategies, namely, node- and344

edge-dropout, on the explanatory model. Given the lack of space, we report an extensive analysis of345

the largest dataset, Gowalla, by considering the performance of LightGCN and SVD-GCN.346

As generally observed in real-world networks, user-item bipartite graphs follow the typical trend of347

scale-free networks [61]. Thus, we introduce the following statement on the possible influence of348

node- and edge-dropout on our linear explanatory model:349
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Figure 2: Node degree probability distribution on Gowalla. The black points (i.e., the real data)
would be approximated by a function in-between the power-law and the exponential.

Table 8: Additional results for RQ2 on DGCF and UltraGCN. The current table is to be interpreted
the same way as Table 3.

Node drop Edge drop Node drop Edge drop Node drop Edge drop Node drop Edge drop

Average Sampling Statistics
Users: 5,828 Items: 7,887

Interactions: 45,620

Average Sampling Statistics
Users: 12,744 Items: 17,229

Interactions: 97,785

Average Sampling Statistics
Users: 21,730 Items: 29,316

Interactions: 160,919

Average Sampling Statistics
Users: 28,526 Items: 38,467

Interactions: 209,659
Characteristics DGCF UltraGCN DGCF UltraGCN DGCF DGCF UltraGCN

R2(adj. R2) 0.888(0.884) 0.597(0.583) 0.973(0.972) 0.833(0.827) 0.988(0.988) 0.883(0.879) 0.994(0.994) 0.599(0.584)
Constant 0.162⇤⇤⇤ 0.091⇤⇤⇤ 0.131⇤⇤⇤ 0.074⇤⇤⇤ 0.085⇤⇤⇤ 0.051⇤⇤⇤ 0.051⇤⇤⇤ 0.034⇤⇤⇤

SpaceSizelog 0.130⇤⇤ 0.175⇤ 0.192⇤⇤⇤ 0.358⇤⇤⇤ 0.264⇤⇤⇤ 0.337⇤⇤⇤ �0.188⇤⇤⇤ 1.644⇤⇤⇤

Shapelog �0.109 �0.096 �0.232⇤ �0.022 �0.136 �0.029 �0.011 1.055⇤⇤

Densitylog �0.005 0.394⇤⇤⇤ 0.294⇤⇤⇤ 0.355⇤⇤⇤ 0.351⇤⇤⇤ 0.340⇤⇤⇤ 0.168⇤⇤⇤ 0.185
Gini-U �0.136 �0.824⇤⇤⇤ 0.083 �0.880⇤⇤⇤ 0.130 �0.775⇤⇤ 0.200⇤ �0.961
Gini-I 0.756⇤⇤⇤ �0.152 0.717⇤⇤⇤ �0.248 0.668⇤⇤⇤ �0.333 0.264⇤⇤ �0.732
AvgDegree-Ulog 0.179⇤⇤ 0.617⇤⇤⇤ 0.601⇤⇤⇤ 0.723⇤⇤⇤ 0.684⇤⇤⇤ 0.692⇤⇤⇤ �0.014 1.302⇤⇤⇤

AvgDegree-Ilog 0.070 0.521⇤⇤ 0.369⇤⇤⇤ 0.702⇤⇤⇤ 0.547⇤⇤⇤ 0.663⇤⇤⇤ �0.025 2.356⇤⇤⇤

AvgClustC-Ulog 0.362⇤⇤⇤ 0.619⇤⇤ 0.715⇤⇤⇤ 0.641⇤⇤ 0.706⇤⇤⇤ 0.481 0.001 1.099⇤⇤

AvgClustC-Ilog �0.080 0.412 0.252 0.903⇤⇤ 0.571⇤⇤ 0.962⇤⇤ �0.083 2.415⇤⇤⇤

Assort-U �0.001 0.001 0.011 0.000 0.001 0.012 0.008 0.064
Assort-I �0.050 �0.111⇤⇤ 0.002 �0.151⇤⇤ 0.002 �0.086 �0.032 �0.141

***p-value  0.001, **p-value  0.01, *p-value  0.05
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In the worst-case scenario, node-
dropout drops many high-degree
nodes; edge-dropout, drops all the 
edges connected to several nodes and 
thus disconnect them from the graph.
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Figure 2: Node degree probability distribution on Gowalla. The black points (i.e., the real data)
would be approximated by a function in-between the power-law and the exponential.

Table 8: Additional results for RQ2 on DGCF and UltraGCN. The current table is to be interpreted
the same way as Table 3.

Node drop Edge drop Node drop Edge drop Node drop Edge drop Node drop Edge drop

Average Sampling Statistics
Users: 5,828 Items: 7,887

Interactions: 45,620

Average Sampling Statistics
Users: 12,744 Items: 17,229

Interactions: 97,785

Average Sampling Statistics
Users: 21,730 Items: 29,316

Interactions: 160,919

Average Sampling Statistics
Users: 28,526 Items: 38,467

Interactions: 209,659
Characteristics DGCF UltraGCN DGCF UltraGCN DGCF DGCF UltraGCN

R2(adj. R2) 0.888(0.884) 0.597(0.583) 0.973(0.972) 0.833(0.827) 0.988(0.988) 0.883(0.879) 0.994(0.994) 0.599(0.584)
Constant 0.162⇤⇤⇤ 0.091⇤⇤⇤ 0.131⇤⇤⇤ 0.074⇤⇤⇤ 0.085⇤⇤⇤ 0.051⇤⇤⇤ 0.051⇤⇤⇤ 0.034⇤⇤⇤

SpaceSizelog 0.130⇤⇤ 0.175⇤ 0.192⇤⇤⇤ 0.358⇤⇤⇤ 0.264⇤⇤⇤ 0.337⇤⇤⇤ �0.188⇤⇤⇤ 1.644⇤⇤⇤

Shapelog �0.109 �0.096 �0.232⇤ �0.022 �0.136 �0.029 �0.011 1.055⇤⇤

Densitylog �0.005 0.394⇤⇤⇤ 0.294⇤⇤⇤ 0.355⇤⇤⇤ 0.351⇤⇤⇤ 0.340⇤⇤⇤ 0.168⇤⇤⇤ 0.185
Gini-U �0.136 �0.824⇤⇤⇤ 0.083 �0.880⇤⇤⇤ 0.130 �0.775⇤⇤ 0.200⇤ �0.961
Gini-I 0.756⇤⇤⇤ �0.152 0.717⇤⇤⇤ �0.248 0.668⇤⇤⇤ �0.333 0.264⇤⇤ �0.732
AvgDegree-Ulog 0.179⇤⇤ 0.617⇤⇤⇤ 0.601⇤⇤⇤ 0.723⇤⇤⇤ 0.684⇤⇤⇤ 0.692⇤⇤⇤ �0.014 1.302⇤⇤⇤

AvgDegree-Ilog 0.070 0.521⇤⇤ 0.369⇤⇤⇤ 0.702⇤⇤⇤ 0.547⇤⇤⇤ 0.663⇤⇤⇤ �0.025 2.356⇤⇤⇤

AvgClustC-Ulog 0.362⇤⇤⇤ 0.619⇤⇤ 0.715⇤⇤⇤ 0.641⇤⇤ 0.706⇤⇤⇤ 0.481 0.001 1.099⇤⇤

AvgClustC-Ilog �0.080 0.412 0.252 0.903⇤⇤ 0.571⇤⇤ 0.962⇤⇤ �0.083 2.415⇤⇤⇤

Assort-U �0.001 0.001 0.011 0.000 0.001 0.012 0.008 0.064
Assort-I �0.050 �0.111⇤⇤ 0.002 �0.151⇤⇤ 0.002 �0.086 �0.032 �0.141

***p-value  0.001, **p-value  0.01, *p-value  0.05
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Is this undermining the goodness of the 
proposed explanatory framework?
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INFLUENCE OF NODE- AND EDGE-DROPOUT
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Table 3: Results of the explanatory model on Gowalla (Recall@20) obtained with LightGCN and
SVD-GCN, for different proportions of sub-datasets generated through node- and edge-dropout. The
header reports a graphical intuition of ↵’s variation and average sampling statistics.

Node drop Edge drop Node drop Edge drop Node drop Edge drop Node drop Edge drop

Average Sampling Statistics
Users: 5,828 Items: 7,887

Interactions: 45,620

Average Sampling Statistics
Users: 12,744 Items: 17,229

Interactions: 97,785

Average Sampling Statistics
Users: 21,730 Items: 29,316

Interactions: 160,919

Average Sampling Statistics
Users: 28,526 Items: 38,467

Interactions: 209,659
Characteristics LightGCN SVD-GCN LightGCN SVD-GCN LightGCN SVD-GCN LightGCN SVD-GCN

R2(adj. R2) 0.597(0.583) 0.754(0.745) 0.968(0.967) 0.970(0.969) 0.986(0.985) 0.987(0.987) 0.994(0.994) 0.991(0.991)
Constant 0.179⇤⇤⇤ 0.193⇤⇤⇤ 0.146⇤⇤⇤ 0.159⇤⇤⇤ 0.098⇤⇤⇤ 0.112⇤⇤⇤ 0.062⇤⇤⇤ 0.077⇤⇤⇤

SpaceSizelog 0.092 0.037 0.143⇤⇤⇤ 0.064⇤⇤ 0.220⇤⇤⇤ 0.136⇤⇤⇤ �0.162⇤⇤⇤ �0.048
Shapelog �0.078 �0.118 �0.265 �0.261⇤ �0.175 �0.303 0.084 �0.157
Densitylog �0.079⇤⇤ �0.090⇤⇤ 0.261⇤⇤⇤ 0.195⇤⇤⇤ 0.323⇤⇤⇤ 0.251⇤⇤⇤ 0.072⇤⇤ 0.040
Gini-U �0.013 0.015 0.184 0.193 0.246 0.224 0.291⇤⇤⇤ 0.225⇤

Gini-I 0.883⇤⇤⇤ 0.884⇤⇤⇤ 0.856⇤⇤⇤ 0.867⇤⇤⇤ 0.911⇤⇤⇤ 0.940⇤⇤⇤ 0.389⇤⇤⇤ 0.387⇤⇤⇤

AvgDegree-Ulog 0.052 0.005 0.536⇤⇤⇤ 0.390⇤⇤⇤ 0.631⇤⇤⇤ 0.539⇤⇤⇤ �0.132⇤ 0.070
AvgDegree-Ilog �0.026 �0.112 0.271⇤⇤ 0.129 0.456⇤⇤⇤ 0.236⇤ �0.048 �0.087
AvgClustC-Ulog 0.209 0.168 0.654⇤⇤⇤ 0.508⇤⇤ 0.687⇤⇤ 0.647⇤⇤⇤ �0.133 0.016
AvgClustC-Ilog �0.141 �0.227 0.137 �0.007 0.436 0.172 �0.145 �0.112
Assort-U 0.008 �0.001 0.017 0.008 0.013 �0.002 0.011 �0.003
Assort-I �0.022 �0.078⇤⇤ 0.028 �0.057 0.059 �0.056 0.012 �0.037

***p-value  0.001, **p-value  0.01, *p-value  0.05

STATEMENT. In general, the node-dropout strategy drops wider portions of the original topology350

than the edge-dropout, so it may negatively impact the significance of the linear model explanations.351

The interested reader may refer to Appendix A.6 for the empirical intuition which drove us to the352

reported statement. To analytically test the statement, we build four versions of the dataset Xc, each353

with varying portions of sub-datasets generated through node and edge dropout, respectively (refer to354

Equation 8). Specifically, the number of samples in Xc changes in accordance to:355

|Xc| = (1� ↵)|Xn
c |+ ↵|Xe

c|, (10)
where Xn

c and Xe
c indicate the portion of Xc sampled through node- and edge-dropout, while ↵ is a356

parameter to control the number of samples from Xn
c and Xe

c contributing to the final dataset Xc.357

We use | · | as a necessary notation abuse to refer to any dataset size in a simple way. We let ↵ range358

in {0.0, 0.3, 0.7, 1.0}, where extreme values of ↵ are used to build the dataset through either node- or359

edge-dropout; the others combine the two sampling strategies.360

Table 3 reports the explanatory model results for the Recall@20 as accuracy metric at varying ↵361

values, along with the average sampling statistics on each setting of ↵. The reader may refer to362

Appendix A.7 for additional experiments reporting the performance of DGCF and UltraGCN on363

Gowalla. In alignment with the above statement, the average sampling statistics show that node-364

dropout generally retains smaller portions of the graph than the edge-dropout. Then, the regression365

results highlight that the optimal trade-off between high R2 (adj. R2) and statistical significance of366

the learned coefficients is reached when combining samples generated through both node- and edge-367

dropout. On the contrary, the settings with either node- or edge-dropout do not offer the conditions368

for the regression model to learn meaningful dependencies, with respect to the R2 (adj. R2) and/or369

statistical significance. Indeed, in the extreme cases, the characteristic-performance dependencies370

are not aligned with the ones observed in RQ1 either on the sign or on the absolute value of the371

coefficients. This justifies the dataset sampling adopted to explore RQ1.372

SUMMARY. The empirical and analytical evaluation of the explanatory model for different settings373

of node- and edge-dropout indicates that their simultaneous combination to generate the sub-datasets374

(i.e., the strategy we followed in RQ1) is beneficial to produce meaningful explanations.375

6 Future directions376

We plan to assess the impact of topological dataset characteristics on beyond-accuracy metrics (i.e.,377

novelty and diversity of the produced recommendation lists, and potential biases and fairness issues378

in recommendation). Furthermore, given the interesting insights from RQ2, we intend to directly379

create synthetic user-item graphs from scratch with graph generator techniques which may resemble380

real-world recommendation data but with desired topological properties. In addition to this, we seek381

to investigate the impact of other topological aspects of the user-item graph on the performance of382

graph-based recommender systems (such as the presence of communities and their inter dependencies)383

as well as explore other sampling strategies based, for instance, on a temporal time-split. Finally, we384

plan to formalize and define guidelines to design and implement novel graph-based recommender385

systems which exploit the lessons-learned from the conducted analysis.386
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Equation 8). Specifically, the number of samples in Xc changes in accordance to:355

|Xc| = (1� ↵)|Xn
c |+ ↵|Xe

c|, (10)
where Xn

c and Xe
c indicate the portion of Xc sampled through node- and edge-dropout, while ↵ is a356

parameter to control the number of samples from Xn
c and Xe

c contributing to the final dataset Xc.357

We use | · | as a necessary notation abuse to refer to any dataset size in a simple way. We let ↵ range358

in {0.0, 0.3, 0.7, 1.0}, where extreme values of ↵ are used to build the dataset through either node- or359

edge-dropout; the others combine the two sampling strategies.360
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