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Introduction and Motivation



In domains such as fashion, music, food, and video recommendation, recommender systems (RSs) may 
leverage items’ multimodal side information (e.g., product images and descriptions, or audio tracks) to tackle (i) 
data sparsity, (ii) cold-start scenario, (iii) the inexplicable nature of implicit users’ feedback. Such a family of 
recommender systems is known as multimodal-aware recommender systems (MRSs).

Multimodal-aware recommendation



The typical multimodal recommendation pipeline consists of four steps: (i) high-level features are extracted via 
pre-trained deep neural networks, then (ii) multimodal representations of users and/or items are learned, to 
optionally (iii) fuse them and (iv) estimate a user-item interaction score.

Multimodal-aware recommendation (cont’d)



Despite the success of MRSs, performance concerns still raise: (i) as most of such approaches propose slight 
variations on a common theme (i.e., matrix factorization with multimodal content), it is not always clear which 
strategy is providing the most significant contribution, (ii) existing MRSs are trained and evaluated under 
different implementations and settings.

Our contributions
➢ Provide a unified framework to benchmark five state-of-the-art multimodal-aware recommender systems 

(i.e., VBPR, MMGCN, MGAT, GRCN, LATTICE).
➢ Run extensive hyper-parameter explorations to fine-tune all tested models under the same settings for 

a fair comparison.
➢ To the best of our knowledge, this is the first attempt to evaluate MRSs on measures accounting for 

accuracy, novelty, and diversity.

An evaluation gap in the literature



Proposed analysis



Experimental settings and reproducibilty
● 5-core on users and items
● 80%/20% training and test splitting
● 50% of the test used as validation on Recall@20
● Epochs are 200 for all models

Codes, 
datasets, 

and configs



Evaluation metrics

Expected Free Discovery [*] Gini Index [**]Item Coverage
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Results and discussion



SUMMARY

Accuracy results demonstrate that, with the only 
exception of LATTICE (whose trend is almost 
aligned with the existing literature) all other 
approaches' performance is heavily influenced by 
the hyper-parameter exploration and dataset 
characteristics. Indeed, even shallow models (e.g., 
VBPR) show competitive if not superior accuracy 
measures compared to more recent and complex 
solutions (e.g., MMGCN, GRCN).

Accuracy performance (RQ1)



SUMMARY

While novelty results are almost aligned with the 
accuracy trends observed in RQ1, the 
diversity/coverage measures depict a different 
scenario. In this respect, GRCN seems to be the 
approach providing the most diversified item 
recommendations but at the expense of the 
accuracy, while VBPR manages to reach a more 
balanced performance among all metrics.

Novelty and diversity (RQ2)



Conclusion and future work



Conclusion
● We show how a careful hyper-parameter exploration can lead shallow multimodal approaches (e.g., 

VBPR) to be competitive to more recent solutions.
● Other recent techniques such as LATTICE show to be consistently outperforming the other baselines.
● In terms of novelty and diversity, GRCN seems to be a strong baseline but VBPR is the solution reaching 

the most balanced accuracy, novelty, and diversity performance.

Future work
● Consider the different impact of each modality (accepted at the Workshop on Deep Multimodal Learning 

for Information Retrieval @ ACM Multimedia 2023).
● Additional datasets and baselines, deeper hyper-parameter explorations, recommendation metrics 

accounting for bias and fairness.



Thank you! Any questions?


